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ABSTRACT 
Amethod for measuring time-varying surface temperature distributions using high frame rate 
visible imaging CCD cameras is described. The technique is based on an ad  hoc model 
relating measured radiance to local surface temperature. This approach is based on the fairly 
non-restrictive assumptions that atmospheric scattering and absorption, and secondary 
emission and reflection are negligible. In order to assess performance, both concurrent and 
non-concurrent calibration and measurement, performed under dynamic thermal conditions, 
are examined. It is found that measurement accuracy is comparable to the theoretical 
accuracy predicted for infrared-based systems. In addition, performance tests indicate that 
in our experimental system, real-time calibration can be achieved while real-time whole-field 
temperature measurements require relatively course spatial resolution. The principal 
advantages of  the proposed method are its simplicity and low cost. In addition, since 
independent temperature measurements are used for calibration, emissivity remains 
unspecified, so that a potentially significant source of error is eliminated. 

Introduction 

Planck's law shows that at surface temperatures less than -5000 K, radiant emissive power reaches 

a maximum in the infrared ( 0.76 p.m _~ ~. -~ lmm ) [1]. For this reason, photodetectors used in thermal 

imaging cameras typically incorporate semiconductor materials (e.g., PbSe and InSb) sensitive to IR 

radiation. Visible imaging systems, by contrast, employ semiconductor materials (e.g., Si and Ge) 

sensitive to visible radiation ( 0.39 z ~ ~_ 0.76 lam ). Since the latter class of photodetectors can exhibit 

significant response within a limited portion of the near infrared ( 0.76 ~_ ~, _ ~ 1.2 ttm ) [1,2], however, 

they can be used for surface temperature measurements [3]. 

Infrared-based methods (incorporating IR-sensitive photodetectors) for measuring surface temperature 

fields are described in a large literature (cf. [4-6]). In contrast, relatively few visible-based techniques 
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have been developed. Krause [7] describes an accurate visible radiometrie method for measuring 

two-dimensional weld pool surface temperature distributions. Since this technique requires manual film 

processing and densitometry, however, real-time measurements are precluded [7]. Tenchov et al. [3] 

recently reported visible CCD-based measurements of steady-state temperature fields during electron beam 

evaporation. Measurements and calibration were based on an essentially ad hoc linear relationship 

between camera response and surface temperature. This is a valid approach and was indirectly validated 

using an independent measurement of overall evaporation rate. However, no direct assessment of 

measurement accuracy was provided. Chyu and Bizzak [8] recently described a laser-induced fluorescence 

technique for measuring surface temperatures. Here, a pulsed laser source excites a phosphor coated 

surface and induced fluorescence at two discrete visible lines is detected by an image-intensified CCD. 

Earlier, Goss et al. [9] used a similar method to determine surface temperatures on burning rocket 

propellant. 

The objective of  the present study is to develop a relatively simple, low cost, visible-based, real-time 

method for measuring time varying surface temperature fields. Our approach incorporates fairly 

non-restrictive assumptions, similar to those underlying a number of other techniques [3-8]: atmospheric 

absorption and scattering, and emission and reflection from secondary (non-target) sources are assumed 

negligible. In order to realistically assess the technique's potential utility, calibration and measurement, 

performed concurrently and non-concurrently, are carried out under dynamic conditions. In addition, 

parametric studies are undertaken in order to determine the method's performance. 

System Model 

Radiation incident on a sensor is comprised of radiation emitted and reflected from the target surface, 

radiation emitted and reflected from other surfaces and sources, and radiation scattered into the sensor by 

the intervening atmosphere. Each of these components is attenuated to varying degrees by absorption 

within the atmosphere. In deriving models of camera response to incident radiation, conservation of 

energy is typically used to formulate a generalized relationship between incident radiation and the various 

radiation components. Resultant models generally include empirical surface-, problem- and 

camera-specific functions that are either known, or require measurement or estimation [3,9,10]. 

In this work, scattering, atmospheric adsorption, and emission and reflection from secondary sources 

are assumed negligible. Under these conditions, the required model functions include the target's 

emissivity, the optical system's transmittance, and the camera's detectivity [2]. While detectivity and 

system transmittance are generally well characterized, target emissivity is typically unknown and variable. 

In order to bypass uncertainties associated with emissivity, we relate estimated local surface temperature, T i, 

to local measured radiance, £i, using the following ad hoc model 
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N 

T,(L;n) = ~ ,1.[L,]-" (1) 
tl=l 

Here, i is an index referring to spatial location and rl, is the nth component of an N-dimensional 

parameter vector. The vector 1% is determined during calibration by minimizing the least square 

difference, A, between a set of calculated and independently measured temperatures [where A is defined 

in Eq. (6) below]. Depending on the application, the independent temperature measurements used for 

calibration can be obtained from one or more contact or non-contact temperature probes. In cases where 

emissivity exhibits spatial variation, independent measurements must be obtained at discrete points 

throughout the measurement domain. Notice that in addition to bypassing specification of emissivity, the 

model in Eq. ( l )  does not require specification of camera detectivity or optical system transmittance. As 

a potential means for improving accuracy, however, these latter quantities could be written as 

multiplicative functions on the right side of (1). Also note that in cases where atmospheric transmittance 

is not equal to l, but is nevertheless uniform, the model implicitly accounts for atmospheric absorption. 

In cases where scattering, absorption and/or secondary emission and reflection are significant, a detailed 

model that explicitly accounts for each significant component must be formulated [10,1 l]. To allow 

real-time calibration, the model in Eq. (1) is specified as linear in r I. 

Experimental Procedures 

The experimental setup is shown in Fig. 1. A propane torch is used to heat a square 100ram X 

100mm X 3mm thick steel plate. The plate's front face is imaged using a high frame rate CCD camera 

(Dalsa CA-D1-0128) having specified optimal response over 0.4 ~ k _~ 1.1p.m. The camera signal is 

acquired and processed using a pc-based frame grabber (EPIX 4MEG Video Model 10) and supporting 

software (EPIX 4MIPD3.0-S). A typical image of the radiance distribution over the plate is shown in Fig. 

2. 

Eleven 1 mm diameter holes are drilled (perpendicularly) to a depth of  2.7 mm through the plate's 

back, non-imaged face. Type-K thermocouples (AWG 30) are then placed in each hole and held in place 

with thermally conductive paste (Omega Omegabond 200). To realistically assess whole field 

measurement error, and to allow for potential spatial variations in emissivity, the thermocouple array is 

spatially extended. The chosen arrangement allows capture of the entire range of surface temperatures 

at any given instant. Due to the plate's thinness, and due to the proximity of the thermocouples to the 

surface, we assume that the temperature measured by any given thermocouple is equal to the local front- 

face surface temperature. [Based on the temporal change in plate temperature during heating, it is 

estimated that the torch heat flux, qo, is on the order of 105 W m -2. Thus, the approximate difference, 6T, 

in surface and sub-surface temperatures is on the order of 6T - qo6/k ~ I°C, where 6(= 0.3 ram) is the 
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distance between a thermocouple bead and tile front surface and k (= 30 Wm IK-I [12]) is tile thermal 

conductivity.] The ihermocouples are comlected to a multiplexer (National lnstrumeuts AMUX 64T) 

which in turn is interfaced to a pc-based data acquisition board (National Instruments AT-MIO-16). 

Another lype-K thermocouple (AWG 30), connected to a digital themmnleter and placed in a twelfth hole 

(1.0 mm diameter, 2.7 mm depth), is used to monitor surface temperatures near the front face's center. 

Since the data acquisition and frame grabber cards are housed on the same computer, calibration is 

performed in two successive runs. In both runs, the torch, which is kept at a fixed position and 

orientation, heats the plate from room temperature to a prespecified temperature T o ( -  710°C). OnceT ° 

is achieved (where TO is monitored using the digital thennonleter), the torch is removed and thennocouple 

data (first run) and radiance data (second run) are obtained at M fixed time intervals,(At, 2At,. . . ,Mbt). 

Here, At = t~lM, where t e is the total elapsed time for any given experimental run. (In the following, 

an experiment consists of two successive runs, each performed under nominally identical conditions.) At 

each of the M sample points, thermocouple readings are obtained from all I1 thermocouples and stored 

on disk (where the thennocouple array is scanned at 100 kHz). Each of the corresponding M sets of 

radiance data consists of a single fiame of the imaged plate, with each frame comprised of a 128X128 

array of  normalized pixel-level radiance values. The frame ratc is fixed at 840 frames/s and surface 

oxides formed during beating are sanded off prior to each run. In addition, based on the frame grabber's 

60 frame image buffer capacity, M=60 throughout. 

In order to determine thermocouple locations in any given CCD image, five reference boles (2 mm 

diameter) are dr.lled through the plate. These appear as circular low radiance regions in Fig. 2. 

Normalized radiances from single pixels are used to deline /~i in Eq. 1 since the 0.32 mm 2 plate area 

imaged by each pixel is comparable to the approximate 0.46 mm 2 cross-sectional area of each 

thernaocouple bead. Averaging over groups ofpixels may enhance calibration and measurement accuracy, 

but was not attempted here. 

Calibration and Measurement 

"(~) 0.071s, .(2) 5s, and Three experiments were carried out over three different time intervals, ~ = t~ = 

t~ 3) = 1 0 s ;  for convenience we will refer to these experiments as experiment I, 2 and 3. These times 

represent the range available for measurement, where the lower limit corresponds to the minimum time 

required to acquire and store 60(=M) frames, and the upper limit corresponds (approximately) to the 

maximunr time that thermal radiation is detected by the camera. 

To obtain acceptable (camera-based) temperature measurement accuracy, a range of intensities and 
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independent temperature measurements (obtained from thennocouples) must be included in the least square 

minimization procedure during calibration. Here, we use thermocouple temperatures and radiance data 

from the 10th, 20th and 30th samples in a given experiment (where, again, a total of M=60 samples are 

available in each of the three experiments). Thermocouple measurements and corresponding single-pixel 

radiances from these three samples are used to form the data vectors 

. . . . .  L;*'= K= 1,2,3 (2) 

where superscript t¢ refers to the experiment number and P equals the number of thermocouples in the 

thermocouple array (=Nr=11) multiplied by the number of frames (=3) used in the minimization 

procedure (P = 33). Note that the data vectors represent subsets of the set of all thermocouple 

measurements, 1"(*), and single-pixel radiance measurements, /~,(~), obtained in each experiment, where 

~(~) = ¢q~(~) q'(~)'~ /~,(~) = t f  (~) f(~)'~ (3) \--1 '""-Q " '  \~1 '''"--Q " K = 1,2,3 

and where Q (= M x N  r =660) is the total number of measurements per experiment. 

In considering different calibration and (camera-based) temperature measurement strategies, we find 

it convenient to define a slightly generalized form of Eq. (1): 

N 

T~ ~) = ~ rl? ) [L{")] -" ~,K = 1,2,3 (4) 
n - I  

Here, the set of camera-based temperature measurements has Q components, one for each of the Q 

measured single-pixel radiance values,L{~): 

T ("~) = (T( ~ ..... T ;  ~ ) )  tt,K = 1,2,3 (5)  

T(e~) by inserting/~) Equation (4) statesthat the ith camera-based temperature measurement, -i , is determined 

(from experiment ~ ) and 11 (~) (from experiment i<) into Eq. (1). The three parameter vectors, 110), I1 t2), 

and 11 (3), determined during calibration, are obtained by minimizing the least square difference A between 

the reduced set of thermocouple measurements (T~)) defined in Eq. 2, and the corresponding set of 

camera-based temperature measurements (T~ r~)) derived from Eq. (4): 

P 

k(n~) = E [;r~) - T,(~)(rl(~))l 2 (6) 

N 

As dictated by Eq. (4), T~,~ ~) = ~ rl~)(/,(~)) -", where £~) is thejth component o f / ~ )  [see Eq. (2)]. In 
,-i 

all cases, minimization is perfonned using singular value decomposition, Calibration based on data from 
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experiments 1, 2 and 3 (producing "q(1), 11 (2), and TI°)), will be referred to as short-, medium-, and 

long-interval calibration, respectively. In order to assess camera-based measurement accuracy, we will 

use the following error measure: 

1 Q IT, (~'~ Tfi"~l 
Q ~  

Results and Discussion 

In the remainder of the paper, measurement  will refer exclusively to camera-based temperature 

measurement. We first examine measurement accuracy associated with concurrent calibration and 

measurement. Here, temperatures T (~) are determined by substituting 11 (~) and /](~) into Eq. (4). The 

associated errors, E (~), are then calculated by inserting the camera-based and thermocouple-based 

temperatures, T ('~) and lr "(~), into Eq. (7). Based on this approach, we find that measurement accuracy 

is comparable to the theoretical accuracy predicted for commercial IR-based systems [10]. In the first 

experiment, for example (corresponding to t{ ]) - 0.071 s), E (ll) = 2.66 %. Similarly, in the second and 

third experiments, corresponding to t~ 2) = 5 s and t~ 3) = 10 s, E (22) - 3.32 % andE (33) = 4.55 %, 

respectively. Refer to Fig. 3. 

Considering next non-concurrent calibration and measurement, the most important question concerns 

determination of the optimal calibration interval. Steady state calibration allows sample averaging and 

thus improved paraineter estimation. It is thus anticipated that dynamic calibration based on high sample 

rates would, by simulating steady state calibration, improve measurement accuracy. We test this idea in 

experiments I through 3 by detemaining ineasurement errors associated with short-, medium- and 

long-interval calibration (corresponding to 11 (l), ,q(2), and q(3), respectively). The results shown in Fig. 

3 support this notion. In particular, eliminating from consideration E (li), E (22) and E (33) (the errors 

associated with concurrent calibration and measurement), x~e find that the errors corresponding to 

short-interval calibration (E (21) and E (31)) are lower than the errors associated with medium-interval (E (~2) 

and E (32)) and long-interval (E (13) and E (23)) calibration. Similarly, errors associated with long-interval 

calibration are greater than those associated with short- and medium-interval calibration. Thus, in actual 

measurements, dynamic calibration over short time intervals provides optimal accuracy. 

A significant goal of this work is to develop real time measurement and calibration capabilities (where 

real-t ime conventionally refers to operations perforined in less than 1/30 s). An obvious strategy for 
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minimizing calibration and measurement time is to find the minimum number of  basis functions (N) in 11 (~) 

that provide an acceptable level of  accuracy. Thus, incrementing N from 2 to 11, and performing short-, 

medium- and long-interval concurrent and non-concurrent calibration and measurement (in experiments 

1 through 3), we find that in each of the nine cases depicted in Fig. 3, average error (E  (~)) remains fixed, 

at the values shown in Fig. 3, over 4 -z_ N _~ 11. In order to assess associated changes in performance, 

calibration time, "r c, is determined as a function of the number of basis functions, N, while measurement 

time, zm, is determined as a function of N and spatial resolution ( ~  does not depend on resolution). 

Here, ~ is defined as z c = max(S1-1, NTST l) + ~A, where S I is the camera frame rate (840 f r a m e s / s ) , S  T 

is the thermocouple data acquisition rate (100 kHz), N r is the number of thermocouples (=11), andz~ 

is the time required to minimize A in Eq. (6). Similarly, Zm is defined as Zm : 1~St + ~f' where zf is 

the time required to calculate/q~ X N temperatures from an N X N array of normalized, single frame 

radiances. Spatial resolution in this case is varied by defining 64 X 64, 32 X 32, and 16 X 16 sub-arrays 

from each frame's 128 X 128 pixel array (where rows and columns within any given sub-array correspond 

to equally spaced rows and columns within the 128 X 128 array). 

Performance variations, with ~y and ~A calculated on a Sun Sparc 2 workstation, are shown in Fig. 

4. It is clear that in the present system and over the range 4 _~ N ~_ 11, real-time calibration is possible. 

In contrast, real-time measurement can only be achieved at relatively course resolution, i.e., when 

N = 16 and N _~ 10, or when /V = 32 and N = 4. It should be noted that real-time measurement at 

high spatial resolution might be achieved by parsing/V sub-arrays to N¢ parallel processors; this question 

will be addressed in a future publication. As would be expected, each two-fold increase in resolution (for 

any given N) results in an approximate four-fold increase in measurement time (see Fig. 4). 

In summary, we have described a straightforward method for measuring time-varying surface 

temperature distributions using a high frame rate visible imaging CCD camera. It is found that 

measurement accuracy is comparable to the predicted accuracy of IR-based systems. The principal 

advantages of the proposed approach are its simplicity and low cost. Since independent pointwise 

temperature measurements are used for calibration, surface emissivity remains unspecified, so that a 

potentially significant source of  measurement error is eliminated. The model defined in this study is 

applicable only in cases where scattering, atmospheric absorption, and emission and reflection from 

external sources are negligible. When one or more of these assumptions are violated, detailed physical 

modeling must be used to account for all significant radiation components. 
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Nomenclature 

E (=K) average relative measurement error in experiment ~ based on calibration in experimentn 

/~ measured normalized radiance 

M number of samples 

N number of parameters in 11 

N number of  rows and columns in a sub-array 

N r number of thermocouples in the thermocouple array 

Q number of thermocouple and single-pixel radiance measurements obtained in each experiment 

S rate, s -1 

t~ ~) duration of experiment c~, s 

T (~) camera-based temperatures determined in experiment ~ from corresponding radiance 

measurements, based on calibration in experiment K, K 

1r "(") thermocouple-based temperatures obtained in experiment c~, K 

A least square error between independently measured and camera-based temperatures 

rl (') N-dimensional parameter vector determined during calibration in experiment a 

3. wavelength, p.m 

"r c calibration time, s 

~f time required to calculate N X N s temperatures from an N X N array of normalized 

single-pixel radiances, s 

z m measurement time, s 

z a time required to minimize least square error A, s 
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